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Response to Letter to the Editor

Reply to the responses on the comments on “Uncertainty profiles for the validation of analytical methods” by Saffaj and Ihssane

ARTICLE INFO ABSTRACT

Keywords: Saffaj and lhssane, recently proposed an uncertainty profile for evaluating the validity of analytical
Analytical method validation methods using the statistical methodology of y-confidence f-content tolerance intervals. This profile
B-Expectation tolerance interval assesses the validity of the method by comparing the method measurement uncertainty to a predefined
y-Confidence S-content acceptance limit stating the maximum uncertainty suitable for the method under study. In this letter
Tolerance interval we comment on the response (T. Saffaj, B. Ihssane, Talanta 94 (2012) 361-362) these authors have
Measurement uncertainty made to our previous letter (E. Rozet, E. Ziemons, R.D. Marini, B. Boulanger, Ph. Hubert, Talanta 88

(2012) 769-771). In particular, we demonstrate that f-expectation tolerance intervals are prediction
intervals, we show that f-expectation tolerance intervals are highly useful for assessing analytical
methods validation and for estimating measurement uncertainty and finally we show what are the
differences and implications for these two topics (validation and uncertainty) when using either the
methodology of f-expectation tolerance intervals or the y-confidence f-content tolerance tolerance
interval one.

© 2012 Elsevier B.V. All rights reserved.

Since the publication of the manuscript entitled “Uncertainty From Egs. (1) and (2) we can see that f-expectation tolerance
profiles for the validation of analytical methods” by Saffaj and intervals are prediction intervals for a single future value. This is
Ihssane [1] we have initiated a discussion [2] that has led to a already known from the literature of statistical intervals [7-11].
reply by Saffaj and Thssane [3]. This letter aims at clarifying points In addition, in their letter [3] Saffaj and Ihssane cite two
that have been raised by Saffaj and Ihssane in their reply [3]. documents [4,5] that they use to justify that prediction intervals

and f-expectation tolerance intervals are different in the case of
linear mixed models such as the random on way analysis of

1. p-Expectation tolerance intervals are prediction intervals variance (ANOVA) model used in analytical method validation
) ] ] ) ) studies. However, when reading these two documents there is no
First the relationship between B-expectation tolerance inter- such affirmation that prediction intervals and fB-expectation

vals and prediction intervals needs to be further explained as in intervals are different. They are identical concepts and we provide
their recent document Saffaj and lhssane argue that they are  here examples of references that further justify our statement:

different [3]. see e.g. [7-11].
The formal definition of a prediction interval [L,U] is [4,5]: It is only the initial interpretation of prediction intervals and
PXn, 1 e[LUD =B p-expectation tolerance intervals that differs. The former is
¢ interpreted as an interval where a future result has a probability

p to fall in. The last one is an interval where on average,

PUX, - Xn) < X1 < UK, Xn) = a proportion f of the population will fall in. However, these

§ interpretations, exactly as the formal definitions of the respective
P(Xn11 UK, Xn)—PXn 1 < LXq,...Xn) = B intervals, are equivalent. If each result has a probability f to fall in
¢ an interval, then, on average, a proportion f of the population will
E(FIUX1,...Xn)]=FILX1,...X0)D) = B 1 fall in this interval [7-13].

where F is the cumulative density function (cdf) and let X;,X;....X;,
be independent and identically distributed (iid) with the cdf F.

. . . 2. The case of linear mixed models
The formal definition of a pB-expectation tolerance interval

(LU is [6]: Then, what is the problem when several variance components
are present in linear mixed models such as in the specific case of
EP[L<X;<U)=p analytical method validation [14] or transfer [15]?
¢ The only core problem is that there is no exact statistical
E[P(X; < U)—P(X; <L)] = f solution to obtain a prediction interval or a f-expectation interval
4 (remember: they are equivalent). In these cases, the statistical
solutions are only approximations. The formula that we use in our
E[FIUI-FIL]I = B (2)

methodology is a ff-expectation tolerance interval proposed by
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Mee [16] and is only an approximation. The formulas of the
p-content, y-confidence tolerance intervals used by Saffaj and
Ihssane in their paper [1] are also only approximations. Even
the computation of the degrees of freedom used following
the Satterthwaite formula is an approximation [17]. Also, in the
documents referenced by Saffaj and Ihssane used to justify the
difference between f-expectation tolerance intervals and predic-
tion intervals, the estimators used to obtained the prediction
intervals (or equivalently the f-expectation tolerance intervals)
are also approximations [4,5]. In one of this document the authors
proposed up to three different estimators to obtain prediction
intervals [4].

In our recent article using Bayesian statistics [18], there were
also three different estimators used to compute the probability to
obtain future analytical results within pre-specified acceptance
limits. In another recent article Saffaj and Ihssane also used a
Bayesian estimator of the f-expectation tolerance intervals [19].
Each estimator provides different length of the f-expectation
tolerance intervals. While frequentist approaches rely on approx-
imations, Bayesian approaches do not and should provide more
precise tolerance intervals estimations. This is what has been
showed for the case of the estimation of the probability of
obtaining reliable results over a concentration range investigated
in [18]. In addition, this last paper has not compared the Bayesian
reliability estimation to the p-content, y-confidence tolerance
interval approach with the simulations performed. It is then
difficult to objectively confirm that the Bayesian approach devel-
oped in [18] and the p-content, y-confidence content tolerance
interval approach provide identical intervals. In fact, they are not.
In our document [18], we have computed the mean posterior
predictive probability to compare it with the probability estimated
by the f-expectation tolerance interval. Whereas f-content,
y-confidence will provide a lower bound to this estimated probability
[11]. In addition to compute Bayesian p-content, y-confidence
tolerance interval another algorithm should have been used [20].

3. What tolerance interval for method validation?

The point of our first comment [2] was to stress the difference in
interpretation of f-expectation tolerance intervals and f-content,
y-confidence tolerance intervals. With the former we showed that a
good compromise was made between consumer and producer risk,
with the latter, the consumer risk is also well controlled while the
producer risk is, to our view, excessive [2,21]. Nonetheless, when
practitioners will have to choose between one tolerance interval and
the other, this risk evaluation should be made. Evidently, a balance
between risks mitigation and time and costs will be required.
Finally, it is important to stress that in comparison to any other
classical decision methodology used in the context of method
validation the use of tolerance intervals (f-expectation or 3-content,
y-confidence) provides the best guarantees concerning the decision
of declaring a method as valid. They both look at the reliability of the
analytical results generated by the analytical method.

4. Method validation and measurement uncertainty

The question about what interval estimates the best the
measurement uncertainty is also raised by Saffaj and Ihssane in
their response [3]. Using f-content, y-confidence tolerance inter-
vals will always provide measurement uncertainty estimations
larger than when using f-expectation tolerance intervals. In the
former the uncertainty of the uncertainty is fully computed and
integrated, while in the last one the uncertainty of the uncertainty
is only included in the quantile Students-t distribution. Hence the

formula used by Saffaj and Ihssane in their first article (second
case of formula (31) in Ref. [1]), will always provide an estimation
of measurement uncertainty larger than the one provided by
f-expectation tolerance intervals. This directly comes from the
way tolerance intervals are built: an upper bound to the variance
components is searched for when building a f-content, y-con-
fidence tolerance interval (see e.g. [1,22]).

In the paper of Lecomte et al. [23], the uncertainty estimated
from the method validation was found more or less close to the
uncertainty of the two routine trials used, depending on the
concentration level and on the routine trial. The estimation of
uncertainty provided by Saffaj and Ihssane [3] has been shown to
be relatively close to the uncertainty obtained in routine trial 1.
However, when comparing to trial 2, the uncertainty estimated by
the methodology proposed by Saffaj and Thssane [3] is exceeding
the one obtained from the routine runs.

In the paper of Marini et al. [24], the sources of uncertainty are
not the same in the validation study, the robustness study and the
inter-laboratories study. These last two studies include naturally
more sources of uncertainty than an in-house method validation
study. This explains the difference of uncertainty estimations.
In addition, the true measurement uncertainty is not known, so it
is difficult to decide which approach is providing the best estimate.
The key message of this article was to show that robustness studies
provided measurement uncertainty estimates that were close to
uncertainty estimates obtained from inter-laboratories. Another
message was also to show that measurement uncertainty for a single
laboratory obtained from robustness studies, and inter-laboratories
studies were providing estimation of measurement uncertainty that
were exceeding those obtained from an in-house method validation.

None of the approaches using either fS-expectation tolerance
intervals or f-content, y-confidence tolerance intervals will provide
perfect estimates of the “routine uncertainty”. In some instances the
f-expectation tolerance interval approach for measurement uncer-
tainty will provide smaller estimation than the “routine uncertainty”
and in others closer to it. Similarly, the estimates provided by the
p-content, y-confidence tolerance intervals will in some cases
provided higher estimations than the “routine uncertainty” and in
other cases closer ones to it. This behavior will highly depend on the
experimental design used in the method validation that should
include the most important sources of uncertainty. Both of these
estimators of measurement uncertainty are only initial estimates of
the measurement uncertainty and should be updated during the
daily use of the method. Quality control samples used during the
routine application of the method could valuably be used to achieve
this. In addition, including other sources of uncertainty either type A
or type B could also be performed. And, if Bayesian approach is used
such as the one proposed by Saffaj and Ihssane [19], adequate
informative priors could also help in increasing the precision of the
estimators of measurement uncertainty.

In conclusion we would like to stress that, f-expectation
tolerance intervals:

i. Are perfectly able to predict future routine results in coherence
with their statistical definition. This has been shown in numer-
ous occasions, see Refs. [23,25].

Are able to provide an initial estimation of the routine
measurement uncertainty, the reliability of which depends
on the amount of data and on the experimental setup [26-28].
This dependency is equally valid for the case using -content,
y-confidence tolerance intervals.

Are providing an adequate balance between consumer risk
and producer risk [2,21,27].

=

ii.

=

iii.

The selection of one tolerance interval or the other is at the
hand of the analysts or of the regulatory bodies. It will be a
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balance between risk analysis and cost analysis. As summarized
in this letter, we favor the use of ;-expectation tolerance intervals
for assessing the validity or transferability of analytical methods
and the estimation of measurement uncertainty. We rather
recommend the use of -content, y-confidence tolerance intervals
to evaluate whether a proportion e.g. of a batch of products, will
be in predefined specification limits as used e.g. in the pharma-
copoeias for the evaluation of Uniformity of Dosage Units [29].
Nonetheless, both of these approaches (and others) are going the
right way by assessing the reliability of analytical results and not
only providing a diagnostic of the performances of the analytical
procedure itself.
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